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Abstract 

Road traffic jams continue to remain a major 
problem in most cities around the world, especially in 
developing countries.Congested roads can be avoided 
by estimating the real time road traffic conditions. In 
this paper, we estimate the traffic congestion 
conditions using hidden markov model. To get the real 
time data, we use GPS data from mobile phone on 
vehicles for cheaper estimation. We accept the user’s 
query including GPS data from the mobile phone and 
communicate with the cloud and present result to user. 
When we get the real time GPS data from mobile 
phone in vehicle, we use Map Matching algorithm to 
match these GPS data to road network to know which 
vehicles are on which roads. Framework based on 
Hidden Markov model is used to estimate the traffic 
congestion on each road by considering both historical 
traffic and present traffic flow data.  

Keywords:Traffic Estimation, GPS, Hidden Markov 
Model.   

1. Introduction 

Urban traffic congestion is a severe problem that 
significantly reduces the quality of life in particularly 
metropolitan areas. However, frequently constructing 
new roads is not realistic and untenable in social and 
economic aspects. Therefore, the urban traffic 
management such as traffic congestion estimation 
systems has been conducted by many 
researchers.Traditionally, estimating travel times has 
relied on slow and costly methods such as loop 
detectors, observations vehicles or automatic vehicle 
identification or floating car observers.  

Although dedicated moving observer or floating 
car vehicle-based methods can provide precise 
estimations, they require that an instructed driver 
collected the data needed. This is both time consuming 
and costly as the driver must be paid.  This method also 
provides less data as a relatively small number of 
vehicles are usually used. Since road networksare ever 

changing and traffic volumes fluctuate, travel-time 
estimates must be recalculated occasionally or 
continually using current data to reflect these changes.  

The increasing popularity of mobile phones 
embedded with positioning functionality such as GPS 
is allowing users to easily acquire theirown locations 
and collect their own trajectories, which can be used 
for various purposes such as location-based service 
applications. Therefore, new possibilities have opened 
for cheaper travel-time prediction [1,2] using this 
properties.This techniques can provide more accurate 
location information, and thus more accurate traffic 
data such as speeds and travel times. Additional 
quantities can potential be obtained from these devices, 
such as instantaneous velocity, acceleration, and 
direction of travel.For this reason, we use GPS data 
from mobile for the efficient and effective methods. 

Previous approaches to travel-time estimation 
include algorithms based on more or less educated 
guesses calculated from the permitted speed on a 
particular road segment, on finding weighted average 
given single observations, on data collected using 
expensive moving observer methods, or on the 
experience of traffic experts [2,1]. There are many 
approaches for estimation traffic in urban areas such as 
data fusion, fuzzy control theory and microscopic 
traffic simulation, etc; but all these techniques need 
costly traffic data. 

In this paper, we collect data from mobile GPS 
on the vehicles.We then map these GPS data with the 
road network to know which vehicles are on which 
road. We then use Hidden Markov model to estimate 
the traffic on a particular road ahead of time using 
these GPS data and historical data. This paper intends 
(1) to estimate travel time of a route for a vehicle driver 
to choose fastest path to the target destination, (2) to 
minimize travel time and cost by avoiding traffic 
congestion that leads to be wastes a lot of gas and fuel 
(3) to calculate the traffic data from both historical and 
recent dynamic traffic data and to send the accurate 
result to mobile users. 



 

 

2. Related Work 

Traffic modeling has gained significant interest 
among researchers.Kanolus et al. [1
methodfor finding the fastest path through a road 
network given theconstraints of a time interval at either 
the start of or destinationof the trip. Ku et al. [16
propose an adaptivenearest-neighbou
travel time instead of Euclidianor network distance. 

In [12], Nielsen presents methods for using data 
recordedby GPS devices mounted in cars to analyze 
congestion. Itis argued that using GPS data provides 
more knowledgethan traditional methods as routes can 
be inferred from thestream of GPS observations. 
Hansen presents methodsfor analyzing congestion 
continually over extended periodsof time, using GPS 
data. 

In [7] LudgerHovestad, VahidMossavi
a conceptual data driven traffic modeling framework, 
which is mainly based on the application of Markov 
chain in a continuous coexistence with data stream
from GPS data on taxi cabs. 

Advances in GPS and tracking technology have 
motivatedlarge efforts in classifying trajectories
Rajput et al. [13], proposed a basic framework 
byintegrating the hypothesis of rough set theory 
(reduct)and k-means algorithm for efficient clustering 
of highdimensional data. 

In [2, 12, 15] GPS equipped vehicles are used to 
collectsamples at regular intervals, which are then used 
forestimating travel times. Many different sampling 
intervalsare used30 seconds in [10] and one
[9]. Different systems will provide data recordedwith 
different sampling rates, a solution independent of 
samplingrates has not been proposed to our knowledge. 
In [11]Quiroga et al. study the impact of changing 
sampling rateand road segment length using GPS.

Yan Qi [22] presented probabilistic models for 
short term traffic conditions predictions and compared 
the traffic prediction using HMM based model and one 
step stochastic model. He derived traffic features from 
embedded magnetic loop in the road. 

In [21] Yannis. George, Const
and Hoaris N. Koutsopoulos  describe a methodology 
for the identification and short-term prediction of 
traffic state. This methodology comprises the 
components such as model-based clustering, variable 
length Markov chains and nearest neigh
classification. 

In [20] Jing Yuan, Yu Zheng, Xing Xie, 
Guangzhonpresents a Cloud-based system computing 
customized and practically fast driving routes for an 
end user using historical and real time traffic 
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conditions and driver behaviour.The cloud 
model incorporating day of the week, time of day, 
weather conditions and individual driving 
strategies.This paper infer the future traffic conditions 
on a road using an mth-order Markov model and this 
condition is integrated into the proposed rout
service.  

3. Estimation Traffic 

The following figure show
architecture for traffic estimation

 
 

 
Figure 1.General architecture for Traffic 

Prediction
 

 Android device on vehicles is 
capturing GPS location data, source and 
and transmitting the data to data center
provide with longitude, latitude, a timestamp, direction, 
speed and a unique identification for the recording GPS 
device. The data transmitted by android devices 
deployed in vehicles is collect
cloud. These GPS data from mobile phone on vehicle 
is matched with the road network using map matching 
algorithm to know vehicle’s location. We use decision 
rule map matching algorithm to do this. Traffic 
conditions are estimated using Hidden Markov model 
using these GPS data and historical data. To carry out 
these processes, we used cloud computing as back end 
server.  

The processes of backend sever in cloud 
computing to estimate traffic congestion condition i

conditions and driver behaviour.The cloud builds a 
model incorporating day of the week, time of day, 
weather conditions and individual driving 
strategies.This paper infer the future traffic conditions 

order Markov model and this 
condition is integrated into the proposed routing 

The following figure shows the general 
estimation. 
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described in following figure. It consists of two main 
parts map matching and traffic estimation. 
 

 
Figure 2. Process flow of the system 

3.1. Map Matching  

The increasing popularity of GPS-enabled 
device has facilitated users to track moving objects, 
such as vehicles and people. However, as the reading 
of a GPS sensor have positioning errors and sampling 
errors, the departure of the GPS tracking data from the 
actual trajectory can hardly be avoided. To match an 
original GPS tracking data to a digital map or a digital 
road network is often referred to as Map Matching. The 
general purpose of a map matching algorithm is to 
identify the true road segment on which a user (or a 
vehicle) is travelling.   

3.1.1.Road Segment 

We create the road segment database of Yangon 
to map the vehicle with road segments. A road segment 
ris a directed (one way or bidirectional) edge that is 
associated with two terminal points start point (r.s),end 
point (r.e), and a list of intermediate points describing 
the segment using a polyline. If r.dir = one way, r can 
only be traveled from start point r.s to end point r.e, 
otherwise, people can start from both terminal points, 
i.e, r.s→r.e orr.e→  r.s.To create road segment, we 
gather road networks of Yangon from Google Map and 
to get the latitude and longitude of each road segment 
we collect data in the open street map data. Then, we 
store the road segment data to the database with 
corresponding additional information for each road 

segment. The following figure shows some portions of 
road segment database in our system. 

 

 
Figure 3.some portion of road segments database 

3.1.2. Matching GPS Data with Road Segments  

Map matching is the process of matching a raw 
GPS tracking data to road network. To get the real time 
estimation of traffic congestion, we use the GPS data 
collected from the mobile phone on vehicles. GPS data 
for a vehicle trajectory(Tr) consists of a sequence of 
GPS points pertaining to one trip.Each point p consists 
of a longitude, latitude, speed, timestamp p.t and a 
unique identification for the regarding GPS device.The 
information we can get from GPS is so rich for 
exploitation. The data collected from GPS can give us 
information about the network status, which can turn 
traffic status. The following figure show the collected 
GPS point on the vehicles. 

 

 
Figure 4. GPS points on digital map 

 
According to the information of input GPS 

tracking data used, existing methods can be categorized 
into four groups: geometric, topological, probabilistic 
and other advanced techniques. To know which 
vehicles are on which road, we map these GPS data 
with the road segments. However, there is a problem of 
correctly matching a sequence of GPS sampling points 
to the roads on a digital map. To solve this ambiguity, 
we use decision-rule topological map-matching 
algorithm.A map matching algorithm which makes use 
of the connectively and contiguity information is 
referred to as a topological map matching algorithm. 
Topological methods use the topology of map features 
to constrain the candidate matches for a sampling 
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point. Decision rule topological map matching 
algorithm determines the correct roadway centerline 
for vehicle travel by obtaining feasible shortest paths 
between snapped GPS data points in post-processing 
mode. The algorithm selects all roadways within a 
buffer around a GPS data point and snaps the point to 
the closest roadway by obtaining the minimum 
perpendicular distance from the data point to each 
roadway. To calculate the closest roadway with the 
GPS point of the vehicle we use the Spherical Law of 
Cosine formula because it gives well-conditioned 
results down to distances as small as a few meters on 
the Earth’s surface. To reduce the calculation time we 
first load the road way from the database within 50 
meters with the GPS point into the buffer and then snap 
the GPS point (p1) to the closet roadway within the 
buffer. 
 
Algorithm 1 Snap GPS Point 
Input: set of road segments(rs), GPS trajectories(k0,….kj) 
Output: snapped GPS point 
 
1.  for each road segments in ri in rs 
getBoundingBox(ki.lat,ki.lang,distance)//  
If((minlat<ri.lat<maxlat) 
and (minlang<ri.lang<maxlang)) 

 bf[]ćri 
end if 
end for 
 
2.for each roadsegmentri in bf[] 
Calculate_distance(ki.lat,ki.lang,ri.lat,ri.lang) 

rminć  min(distance) 
3. snap point (ki) to rmin 

Figure 5. Algorithm for snap GPS points with the 
road network 

 
When we finish snapping this GPS point with 

road network we determine whether this vehicle is 
exist in this road using the next point. We calculate the 
shortest path between this snapped point and the 
newly-snapped GPS data point (p2). If the path 
between these two points is not feasible, then we 
determine if feasible routes exist between the preceding 
and subsequent points bounding the GPS data points of 
concern. Therefore, we look ahead by snapping next 
newly-snapped GPS data point (p3) to nearest roadway 
centerline within its buffer and determine if the shortest 
path between snapped points (p2) and (p3) is possible. 
If the tested path is not feasible, we snaps point (p2) to 
the next nearest roadway centerline within its buffer 
around point 3 that have not already been used in a 
feasibility path check. The following diagram show the 
steps of the map matching algorithm that use to solve 
the ambiguity of GPS points in this paper. 
 

Input: set of road segments(rs), GPS trajectories (k0,….kj) 
 
Output: map matching results 
 
1.  snap point (ki) to rmin 
2.  ifki and kj are in same road rmin 
           Match points with rmin 
           End 
 3.  Else if kj and kj+1 are in same road  
4.         If ki has another nearest road segment in buffer[] 
                    Snap point ki to another rmin1 

Ksćki 
If  ks-1, ks, ks+1 are in same rmin1 
                         Match points with rmin1 
                         End 
                     Else  
                           Mismatch point 
                           End 
                        End if  
5.             Else if ki-1 and ki are in rmin1 
                        Match points with rmin1 

End 
Elseif find ki-1 has another nearest road segment in buffer[] 
                         Snap ki-1 to another rmin2 

Ksć  ki-1 
If  ks-1, ks, ks+1 are in same rmin2 
                                   Match points with rmin2 

                                   End 
                            Else If ki-2 and kj are in same road rmin3 
                                 Match point with rmin3 
                                 End 
                              Else  
                                  Mismatch point with rmin3 
                                  End 
            End If 
                 End If 
6.   Else if kj has another nearest road segment in bf[] 
                     Snap the kj to rmin4 

Ksćkj 
                       If ks-1, ks, ks+1 are in same rmin4 

         Match points with rmin4 

                             End 
                        Else  
                           Mismatch point 
                           End 
                        End if  
7.    Else if kiand ki+1 are in same road rmin 
              Match point with rmin 
              End 
Elseifki has another nearest road segment in buffer[] 
                    Snap point ki to another rmin1 

Ksćki 
If  ks-1, ks, ks+1 are in same rmin1 
                         Match points with rmin1 
                         End 
                     Else  
                           Mismatch point 
                           End 
                        End if  
        End If 
   End If    

Figure 6.the step sequence of the Map-Matching 
Algorithm 
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In the following figure 7 describes the result of 
map matching of the road network using the decision 
rule topological map matching algorithm. 

 
Figure 7.A screen shoot of map matching result 

3.2.Estimation Traffic   

When we have the map matching result of 
vehicle trajectories data with road segment and we 
know the vehicle’s location, we estimate the traffic 
congestion conditions. In order to make the real-time 
traffic estimation a success, we need information about 
the road networks state in the past and present. 
Therefore, to estimate the real time traffic condition at 
a time (T) on each road network, weuseboth historical 
data on each road network (H) and the recent GPS 
trajectories data of mobile phone on vehicle (R).  

To get the historical data for each road segment 
on each time, we collect the data based on weekends 
and weekdays. We collect the traffic congestion 
probability of each road segment in each minute of 
time window and marked which road segment is the 
most traffic congestion area in the city and traffic lights 
exist on which road segment and how long it is. For 
real time data, we can get it from the GPS enabled 
phone from the vehicle.There are many available 
models to estimate the traffic and these models can be 
categorized based on their way of computation to 
different kinds of statistical models, simulation models 
and artificial intelligence models.  In this paper, we use 
the Hidden Markov model to estimate the traffic 
congestion of time (T). It is a statistical Markov model 
in which the system being modeled is assumed tobe a 
Markov process with unobserved (hidden) states. Ina 
regular model, the state is directly visible to the 
observer and therefore the state transition probabities 
are only parameter. In a hidden Markov model, the 
state is not directly visible, but output, dependent on 
the state is visible.Markovchains have some other 
interesting features that can be used for specific task 
such as finding critical urban segments, empirical 
expected travel times, community detection, road 

engineering and traffic management. Traffic conditions 
are considered as hidden states and traffic parameters 
observations are symbols. It matchesthe basic structure 
of HMMs, and therefore, an HMM is suitable for 
traffic modeling. 

Hidden Markov Model is represented by 

   λ =(A, B, π),  

M is the number of states in the model. The individual 
states are denoted as S={S1,S2,..SM)  and the state of 
the system at time t as ��. 

• A set of prior probabilities Π = { πi} where πi 

=���� � ���, 1 � � � 
 

• A set of state transition probabilities A={ hi,j} 
where ��,� � ������ � ����� � ���, 1 � �, � � 
 

• A set of output distributions B={�� } where 

������ � ���� � ����� � ��� � ����, μ� , ∑��,
1 � � � 
 where μ�  ��� ∑�are the mean and 

covariance of the Gaussian of state �� . 

Where ��  and �� are respectively the state and 
observation at time t. Wedefine three states: traffic jam, 
traffic heavy and traffic smooth and three observation 
symbols: speed, peak hour and traffic lights. We also 
have to define the transition probability matrix (A) and 

observation probability (B) and start state (π). To 
define the transition probability matrix we use the 
Baye’s theorem. 

�� |"� � #�$|%�.#�%�
#�$�  (1) 

Where   is thecurrent stateof the traffic congestion 
(traffic jam, traffic heavy, traffic smooth) and " is the 
historical states of the traffic congestion states of each 
road segment in time (t).�� |"� is the probability of 
current states given historical state, ��"| �  is the 
probability of historical state given current states and 
�� � is the probability of current state and ��"�is the 
probability of historical states. We already predefined 
the observation probability for peak hour and traffic 
lights for each road segment in time (t). When we get 
the GPS data of vehicles in on the road network, we 
also get the speed of vehicles riding on the road. We 
define the speed as: 

traffic jam : if the speed is γ  
traffic heavy  : if the speed is ρ  
traffic smooth  : if the speed is υ 

where γ,ρ and υ are threshold values. 



 

141 
 

We calculate the probability of traffic 
congestion state using the number of speed thatcan 

whether traffic jam, traffic heavy or traffic smooth in a 
time window; we count the number of speed that can

occur traffic jam in a time window (one minute). Then, 
we can model the traffic estimation with the Hidden 
Markov Model with the corresponding transition 
probability matrix, observation matrix and start 
state.After the symbols and states are defined, the 
unknown model are then determined using training 
data. For the purpose of traffic congestion state 
prediction, the trained HMM model is used to find the 
optimal traffic state sequence corresponding to a given 
traffic speed observation sequence. The traffic 
processes were broken down into peak periods and 
non-peak periods because the traffic during peak 
periods experiences more breakdowns and congestion. 
The Viterbi algorithm was used to search for the 
optimal states sequence, which is based on dynamic 
programming methods. Therefore, we use Viterbi 
algorithm to search the optimal states sequence of 
traffic estimation. From this, we get the probability of 
traffic congestion states (traffic jam, traffic heavy and 
traffic smooth) of each road segment. We identify 
traffic jam as red color, traffic heavy as yellow color 
and traffic smooth as green color based on 
theseprobabilities of these traffic congestion results. 
We integrate these results with the Google Map and 
show the traffic estimation results to the user asin  the 
following figure. 

 

 
Figure 8.a sample traffic congestion in a selected 

part of the Yangon; Red for jam, Orange for heavy 
and Green for light traffic. 

4. Evaluation of Traffic Estimation  

To quantify the accuracy of the traffic inference, 
we compare the real time traffic condition of an 
observed road segment to the estimated traffic 
condition using the root mean square error (RMSE) 
define as: 

'
�( � )�
* ∑ �  � +  ,- �.�  (2) 

Where  � is the real travel time and  ,-  is the estimated 
travel time and N is the number of estimation. The 
following figure shows the RMSE of a road segment 
(hledan_sanyeitnyein) of real traffic conditions and 
estimated traffic conditions using real time data real 
time and historical data of our system using the time 
slot 8am – 10am of the test day. 
 

 

Figure 9. RMSE of a road segment 

5. Conclusions  

This paperdescribes a system for drivers to 
compute shortest-time driving routes using traffic 
information. Weusereal time traffic data on mobile 
phone in vehicles’ GPS and match these GPS data with 
the road segments using the decision rule map 
matching algorithm to know the location of vehicles. In 
this paper we use Hidden Markov Model to estimate 
traffic congestion for more accurate result using real 
time GPS data and historical data. 
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